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1. Introduction

Man-machine interface studies have been conducted mainly in an
‘offor: to improve machine usability. 1In the early studies, the
human was viewed as a component of the interactiys system sinilar
to that of the machine (Chapanis, 1965). Machines were used to

perform some fixed functions in & min-machine system. The bulk of

the research on man-machine interface was concerned with the motor
skill aspects of man's {nteraction with and performance on the .
machine. Thie approach was acceptable when machines were simple and
non-adaptive, But with the advent of the modern electronic and

adaptive logic computers, a host of new poasibilities for human-

l machine interaction and a new set of problems for researchers in the
araa of man-machine interface are umerging (Badre and Ting, 1974;

Ting and Badre, 1976; Glorioso, 1978).
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It is becoming increasingly necessary to explore and identify

the human information processing factors, constraints, and variables
that would bear on the design of user-compatibls systems. User

interface concepts are being formulated and considered in relation - ‘4(’<i

to various problers such as representing, displaying, storing,

“ accessing, manipulating, and generally using information for human- ()21(??:
L 2 g ,

; computer interactive environments. V;ﬂﬁét?zc%;‘?)
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The modern computer-based interactive systems are significantly
different from the traditional machines in that they are designed
to respond to the hunian at both the motor skill and information
processing levels (Badre and Slamecka, 1976). Computer based
devices have the bullt-in capability to dynamically change their
functions in order to adap' to the information processing needs of
the man component. They act a8 adaptive logic units in a manner
similar to that of intelligent organisms for performing a service
; role in a man-machine environment (Davius and Barber, 1973).
| Furtharmore, the easy availability of on-line access on graphic

and relatively intelligent terminals enhances the adaptive and

information processing capabilities of the computer. Hence,
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researchers in the area of man-machine interface have recently ~

TR

become interastad in the possibility of using computers to augment

i

] the human cognitive process. Many scientists are now engaged in

gystematically studying the use of computer~-based devices as

effective decinsion-making, problem-solving, and information processing

aids to the human in real world tamks such as training, medical

TR TTWT A= R e

diagnosis, tactical decision-making, management problem-solving,

et e

and intelligence gathering and analysis (Davis, Buchanan, and

Shortliffe, 1977; Martin and Badre, 1977: Martin, 1973).

2. Objective of Study
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L i’The aim of this study is to specify some of the more pertinent

varishles and constraints that need to be considered in designing

]

| ? , user-compatible interactive systems, This in turn would lead to
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a review and con: ideration of some of the various empirical
- studies that have examined various human information

processing factors that bear on the effectiveness of interactive

computing. Accordinply a three-fold strategy is followed in this
?i ‘ report:

b -+t ¢a) A general discussion of interactive computer

systems where the concept of interactivity is delimitod) T
and made sufficlently precise for the purposes of this

report;

= (b) A systematic specification of the various human

information processing factors, variables, constraints, and’

— functions that are likely to impact the design and effective
;f. uss of interactive systemi; the intent here is to delinsate

R | and describe some of the more basic human information

processing variables such as representing, storing, and

acceasing information; .

‘ (¢) A review and consideration of some of the studies
that delineate sclected empirical results regarding human E
3 information provessing factors that impact user-compatible

interactive environments.

1, Human~-Computer Interaction: A Definitiop 3

. In a broad sense of the word "interaction', interuction
between humans and computers may be said to occur when the effective

y sequencing of information flow and feedback to and from both the




human and wachine components takes place. Even though by this
definition, the batch mode is a special case of interaction that
is differentiated from the on-1ine mode in the time it takes to
elicit a response from the machine component, for the purposes of
this study, the word interaction will be reserved for on-line

nodes and differentiated from remote modes of comminication.

A more precise definition of man-machine intaraction has
been developed in earlier studies (Badre and Ting, 1974; Ting
and Badre, 1976). The following is an exact definition as was
stated in Ting and Badre (1976). It was conceptualized that at
the most elemantary level, interactive computer~based man-machine
logic systems may be described in terms of a man, P, and &
machine, M, that are linked by a rather close and direct channel
of comuunication. The P and M depend on each other in the
changing of states for moving toward a specified objective. The
state of the man-machine logic system changes along with each
interactive action. Usually, P makes an initial move to which the
system responds. This response satimulates P to take another
action which in turn causes M to react., This interaction goes on
continuously until one of three things happena:

(a) the objective is satisfied by P;

(b) the P reaches a threshold point of "fatigus"
boyond which hd can no longer act;

(c¢) the machine breaks down because of malfunction.

It is desired that the man-machine interaction be terminated

only by conditlon (a). The ussumption made hara is that in order
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to minimize the occurrence of condition (b) and raise the thres-
hold point of P's willingness to use the system, it is necessary
that: (1) M be flexible in its capacity to serve P and, (2) P'a
subjectiva judgment be satisfactory with respect to the cperational
functioning of M. The occurrence of condition (¢) may be reduced

as a function of M's operational reliabilitcy.

More precirely, the type of P=M interaction that is¢ defined
at the most elementary level of interaction, may be identified in
terms of four necessary conditions. The P-M interaction must be!
(1) purposive; (2) close-linked: (3) man-controlled, machine-
andaptive; and, (4) one-to-one related.

(1) The P=M logic system must be a purposive one.
This condition raquires that the purpose be predefined by
the system's designer, and that I uses the system for this
predefined purpose,

(2) Man and machine are linked in a direct and close
loop., This requires that: (a) physical contact be made
between P and M by an on-line peripheral device; (b) communi-
cation be achieved through this on-line device by means of
a well-defined artificial language; (c) two-way communication
be achieved by a quick response from the machine expressed
through the output peripheral device in a form which ia
casily understood by P, Overt actions are necessary in
operating these devices both by P and by M for communications.

Actually, in this case, the man-machine interaction

may be better described as man and system interaction. The
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terminal devices which are directly cont-¢red by the human
component are only the communication ~..rnels fur the exchange
of messages. The actual machine component is a total logic
machine system directed by an intelligent computer.

(3) The intcracction is a man-centered activity in
that P 1a active and M is reactive. Howevar, both P and M
are adaptive, Tne man adapts to the machine in order to use
it. The machine is adaptive in that it meats P's confidence
requirements for facility and satisfaction of use.
' (4) A cne-to-one relationship between P and M must
exist as & condition for interaction., This condition requires

that in a P-M interaction, P = 1 and M = 1, over a given

time lim't, A machine may interact with a multiple number of

users at ons time, but nevertheless, sach communicates with

3 the machine independently and without interferenca. This

situation is considered equival nt to several independent

P-M interactions. The above deseribed P-M interaction may

§ be illustrated by a simple conceptual model presented in the
diagram (see Figure 1).

The wodel indicates that P-M interaction may be viewed as a

continuous two~way communicution in a closed faedback loop butween 1
s P and M. Through the interaction, .the predstermined objectives of j
the P-M system can be obtnined., Without such an interaction, no

achievement of the objectives is possible,
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Man-machine Adaptive Logic System

Fig. 1. A conceptual model of man-machine interaction.
(From Ting and Badrs, 1976)
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In a P-M system, the man's function can be classified into
three categoriss: sensing, cognitive processing, and controlling.
The machine component consists of the input, selection, and output
functions. The nature of the man and machine functions are
similar, but man plays an active role and the machine plays a
passive one.

In a P-M interaction, the P senses the information displayed
by the M. After the mass&ge is transmitted, P encodes it, inter-
prets it, understands it, and, finally, reaches a decision. (At
this leval and perhaps in a separate study, it becomes necassary
to identify the information processing limits and capabilities

of the human and the augmentation technologies required to support
and enhance them) The P then proceeds to take an action to control
the X by requiring it to perform certain functions in which he is
interested, The M is designed to sccept P's control via its input
operations. The messages are converted to machine-understandable
form in order to select an appropriate display according to a set

of predetermined procedures and a chunk of pre~atored information.
The selected information 14 then converted into a form acceptable
by P, and ie presented through the display system of M, The
proceas of the interaction can be fllustrated in the flow-model

of Figure 2.

Success of the interaction is actually controlled by P's

decision, but it is affected by M'sm capability in accepting the

——




Display ' | Converter

Machine OQutput M
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Cognitive
Processing
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Fig. 2. A flow-model of man-machine intgractive loop.
(From Ting and Badra, 1976) i
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commands and displaving the desired Information. The P's decision
may be influenced by two variables: (1) P's past experience,
intelligence, or abilities, in sensing and control; and (2) the
compatibility of M's input/output, 1/0, operations to P's sensing
and controlling abilities. The success of this compatibility is
directly related to P's satisfaction with the P-M interaction,

The degree of success of the P-M interaction in turn may be
indicated by observing P's satisfaction with M's performance. A
low quality of P-M interaction, would decrease the likelihood of

a successful attainment of the desired objective. On the other
hand, the bettar the interaction, the greater the probability for
achieving the predetermined goal. A system's designer should take -~

into account both of the above~mentioned variubles to design an

M such that it is co-adaptive.

Based un this initial elementary model of man-machine
£ interaction as developed in earlicr research (Badre and Ting, 1974;

: Ting and Badre, 1975; Tinp and Badre, 1976), it is possible to

.

develop and specify the parameters for more complux models requiring
more than one P interucting with one or more M's. Such models

would attempt to represcent situations where the Pa have different 2

functions that require different responses from one or more M's.

e
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4, The Processing of Information by Humans in Interactive

Computing

It is becoring increasingly clear that the effectiveneas of
tools intended to aid human information procesaing depends on the
compatibility of such "artificial" aids with the needs and
functionings of the human cognitive process (Gedve, 1973; Badre,
1974). By an aid we mean any tool that performs specific functions
which augment the constrained capabilities preasent in the human
cognitive structure. If by using such an aid human information
processing becomes more efficient, then we call the aid "effective'.

An adding machine is one such tool. Another is the availability

of large data banks for decision processes that require extensive

aggrepate analyzing,

We asaume that in order to design and implement effective
aids, we first must identify the user information limitations and
capabilities for on-line interaction. This may be done through a
lormal description of a plausible human information processing

model. The assumptions and processing components »f the model

it it am

stcem largely from the findings of empirical research in the beha-

vioral sciences. Then through model analysis we would determine

the operational limits of the various processes within the system.
By identifying the limits we will have coterminously defined the
processing needs. Those needs would then constitute the basis for

suitable aids. But hecause processing needs vary over different
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situations, the description of the model and hence the idevrtifica-
tion of needs are situation-limited. In this regard, the interest
is in the cluss of situatione, wherzby the information-processor

ig a decision-maker confronted with a dynamic problem situation.
Problums posed to be solved with the aid of a computer in the
intercctive mode may be genevally characterized as dynamic. They
are dynamic in the sense that the problem posed by the user, e.g.,
a query or a request, may be modified depending on the machine's
response, which itself may be a query or a response leading to a
slightly different formulation of the problem. Hence, what follows
i8 a descriptive unalysis of a human information processing model
that i3 geored to the capabilities and limitations of prccessing in ~—

dynamic problem situations.

4.1 Dynamic Decision Situations and Representatinnal Shifting

The question posed here is: What are the information
proceassing limits, underlying the development of c¢ffective aids of
a decision-maker confronted with a dynamic problem situation or
an ill-defined problem. This 18 a situation where the statement
of the problem contains incomplete information. It is an "open'
statement such that the necessary and sufficient information 1is not
fully specified to the problem-solver (Reitman, 1963; Newell,
1968). More precisely an 111~defined problem-gtatement is one
lacking in at leaat one of three specifications (Xochen and Badre,

1974;: (1) a set of problem molutions, e.g., natural numbers « -

s £ T e QIR e ) Ly PR N . .
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1,2,3,...; (2) a set of solution-properties, e.g., x: y = 2n,

{, n-integers; and, (3) a set of solution-methods required by the

fi . ﬁroblam. e.8.,, arithmetical operations,

3; . When a decision-maker, P, is faced with a decision-problem,
ﬂ%A such that at least one of the three sets above is left unspecified
EE . in the statement of the problem, then P must move to reformulate
:%, the problem-gtatemaent by specifying the missing set(s). This

;; process of having to reformulate the problem-statement makes it

necassary for P to ahift hiw representation of the problem. Hence

statemenut reformulation means the generating by P of a repreaenta-

tion at 8; that differs from P's representation of 8. The ltatui.

“— 50 and 8;, are nodes in a state transition epace § = {lo, ll,...un}

such that 8, danotes the problem-state when P selects an admissable

,g j representation of the problem. A representation R(t) at a given

time t 48 characterized by the 4~tuple L(t), H(t), B(t), F(t)
4 such that L(t) is an internal processing language aspecified by
, terminal and non-terminal vocabulary denoting constants and

variablea; H(t) 1s a set of hypotheses, its memlers wall-formed

sentences, Hy,...H, and with Hy 1s associated a weight wy(t) and

a saliency ni(t). {=1,...,n, where n squals the number of salient

hypotheses; B(t) is a datu baso associated with a system of '

interpretation and consisting of a set of elements in a universe

of discourse which can be comparead to observed states of the

p , external environment; F(t) is the set of rules of inference. This
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property of a representation allows the transfer from one hypothesis

to another.

A reprasentation is said to lead to an e!faeéive solution 1if .
there 48 a finite sequence of successive hypothesas in H(t), that
follow from each other by rules of F(t) such that the first one
mentions the current atate to bs so, and tha last one mentions the
current state to be the goal state and the first few hypotheses
arc all in H(t) leadinp to the last one, the consequence. In the
procass of achieving & well-definad problem statement, P shifts
represantations. A shift of representation is said to occur if
L(tg) # L(ty) or H(tp) ¥ H(ty) or B(t,) ¥ B(t;) or F(ty) ¥y F(ty).
Shifts in H(t) are characterized by changes in weight and saliency

of hypothesass.

It has already been demonstrated that an information processing
system that has to cope with an ill-defined problem-situation must

possass the capacity to shift representations (Badre, 1974). We

now ask: What constitutes a plausible model for a human informetion
processing system that has to cope with an ill~defined problem-
situation? More specifically, what sort of processing takes place
when: (1) the initial statement of the problem is ill-defined;

and, (2) shifting of representation occura?

4.2 A Shifter-Based Human Information Processing Model

A problem-statement may be posed in one of many ways. It

may be a set of instructions piven as a verbal auditory statement
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or visual input. For computers, it could be a program read into
manory for the purpose of sxecuting a task. Regardliess of the
sxact mode of pressntation, a translation process takes place
which re-presenta the problem=statemant in terms of an internal
language, defined sarlier as 1(t), ons of tﬁc 4=tuples that
charactarize an internal representation. The flow chart of
Figure 3 is a representation of human information processing that

is in part groundad in the rasults of empirical research., It

" attempts %o explain what happens when an ill=defined by goal-

oriented instruction is given.

The most important aspact which distinguishes this human
information processing modal from others is the emphasis placed
on the centrality of the shifting mechanism, the ghifter. What
follows im a dascription of the various stages that a shifter-
based information processing system might undergo., But first we
begin with a brief description of the basic structures with which

the shifter interacts as it functions (sea figura 3).

4.2.1 The External State
This is the state of the environment, S(t) = 8(ty),
8(ty)aersiB(ty) at any time t. The initial state, 8(ty), iz a

description of the state of the anvironment and the problam=-solver

when coping begins. The final or goal=atats, l(e.). is the atate
of the environment and the problam-solver when coping snds. An
example of S(ti) would be, "trapped in the dark wilds and tired",
or "an office room and problem for me to recogniza and solve; a

l1ittle bavildered".
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4,2.2 Sensory Input Register

The sensory repgister is a mechaniam by which of the millions
of bits in the external environment, only a few are channaled into

the cognitive aystem and nllowed to register. JIta main purpose

is to act as a paasive receiver and filterer of environmental
sensory inputa. An example would be registering the shape, color,
and texturs of an object as the initlal input of a problem

involving such an object.

42,3 The Scanner

This mechanism differs from the sensory register in that
it aots on the environment: the sensory register is basically a
reactor to the environment. The scanner howover is controlled and
activuted by the shifter. It always acts with an orientation,
with a purpose. It scaus the environment for particular kinds
of objects that are desipnated by the shifter. An example would
be the case of a lost hiker who decides to pitch a tent} he
searches the environment on command from the shifter for a cord-

like object in order to tie two poles.

4,2.4 The Internal Representation

This 18 an internal state of the problem solver that involvee
a synthesis of the data buse, B(t); a statement of synthesis in
internal language, L(t): a set of hypothasss, H(t), generated from

the statement of synthesis, utilieing a set of rules of ipference,
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F(t). An example would be, after registering the various features
of tha soma cube as input, the problem solver represents the

problem: "Put together the seven dispersed parts of the soma cube.”

4.2,5 Insalient and Salirnt Storage

The proposed information-processing systam contains two
primary kinds of storage or memory-banks: (1) the atore of all
itema, information, experience, hypotheses, mathods, morphemes,
symbola, lexicon, data, etc., which tha system at one time or
another utilized and processed but are now insalient; we call this
insalient storage; (2) the store of hypotheses that are
immediately (within seconds) salient to the system; we call this
salient storage. An example of an item in insalient storage would
be what was said on line 5, page 3 of this report. An example of
an item in sallent storape would be what was just said.

How do the notions of salient and insalient storage relate to
what has been called, in the literature, short and long term
memory? One of the conclusions is that retrieval from insalient
storape for the purpose of selecting and generatinp hypotheses is
essontial Lo coplng well in dynamic problem situntions. The
nutlon of sasient ard Insallent storage is similar to some of the
arcepted mcdels for human memory (Atkinson and Shiffrin, 19683
Bower, 1972). it the model suggested here differs in at

least two major ways from the models that have been advanced in the

gt oot e ot L o Solbeligee i
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literature., Thess are: (1) the function of the "attending" process:
and (b) the probadbility assumption associated with the set of
hypothases in salient storage (STM).

The models raviewed in the recent literaturs (Greeno and

Bjork, 1973) generally represent memory as & three-way storage (sse

figure 4). These consist of: (1) a sensory-register which has the
main function of raceivinp stimuli (1nforma:ion5 from the environ-
ment, Within a matter of miliiseconds, most of this information

1s lost, Very little information registers or "receives attention"
and is procesced further into the memory system; (2) the salient
information goes from the sensory register to short term storage
(ST™) (Broadbent, 1963). This is a buffer (Philips, Shiffrin, and
Atkinson, 1967) which holds up to few chunks of information., The
exact or optimal number hno not been verified. The buffer is such
that each new item of information that enters it, causes the oldest
item in 4t to be lost. The processing that takes place in a huffer
in similar to what we called earlier a low-saliency shift, The
diffurence is that what ir replaced in a buffar is the oldest item
in it, Li.e., replacement is a function of timaj what is replaced

in our salient storage is the item that was rejected under test,
i.e., replacement is a tunction of waeight. It is generally held
that information stored in STM {s either lost or processsd and
used., Tnformation is lost either through decay or replacement.

It {8 not clear however whother decay means expulsion from the
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systam or irretrievable storage. Information that is not lost
within seconds goes on to long term memory (1TM); (3) long term
nemory is another term for what wa called insalient atorage., There
is wide disagreement on what exactly constitutes the contents of
L™, Little is known or has been done on the retrieval proceasc?
from LTM. However, it is generally agreed that LTM has the
capacity to store a large amount of information, most of which is
difficuylt to retriave. Some investigators have rejected the naad
and rationale for separating storage into long and short term.
Yet, such separation is not without foundation. The basis for
distinguishing botween the two kinds of storage lies in; (a) the -
numbaer of items that may he held in storage, and (b) the ease of
ratrieval, In our case, wa juastified such separation on a two=
valued saliency dimension. If an item is not within immediate
attention, it is in insalient storage; otherwise, it is saliently
storad, The capacity-numbar of items, e.g., hypotheses, may be
a distinguishing factor. It sewms plausible to assume that
insalient storage has the potential to contain many more items
than does salient storage. The actual differences in amount of
storage may be due to the differences in individual processing
systems.

The system proposed here differs from those described in
the literature in two respects: (1) what is called "attemtion

theory'" in psychology (Anderson and Bower, 1972: Kintsch, 1970;
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Trabasso and Bower, 1968) deals exclusively with stimulus and

stimulus-feature racognition. It assumes that the attention

mechanism is activated only at the initial stages of the processing,
and operates excluaively on environmental input. In our system,
attention mechanisms operate at all points in the process. We

have three mechanisma for attention: these are located in the

e e A e ST O Ry

sensory register, the intetnal representation, and the shifter,
! What eventually becomes salient is not due to the sensory register
alone as is the case with psychological "attention theories". It
i is inconceivable that what we place in salient storage in order

to use, e.g.,, test or state verbally is limited to the initial

attention phase. Thus our system, unlike others, assumes an all-

pervasive (internal) attention proceas.

g | (2) The second essential difference between the model
we propose and those reviewed in the literature (Greeno and
Bjork, 1973) has to do with the assumption of an equi-probable

space of hypotheses-selection (Reatle, 1962; Wickens and

e T . i it

Millward, 1971). This assumption manifests itself most
clearly in the work done under the concept-identification

i (C1) paradigm. The original models proposed by Restle (1962)

! . assumed that sampling of hypotheses from a '"pool of hypotheses” is
E independent and with replacement. A subject selects randomly an

» hypothasis in order to test it. 1If it is rejected, he throws it

;
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back into the pool with an equal chance of its being reselected.
This simple model, which assumes a memory-free process, was
further modified by Trabusso and Bower (1968). By extending the
notion of "local consistency", they suggested that rejected
hypotheses will remain in memory for a short period of time before
being placed back in the equi-probable pool. They also modified
the model to allow for the consideration of more than ona
hypotheses at a time. Wickens and Millward (1971) incorporated
these two modifications into their "attribute-elimination model".
The assumptions of their model are represented in the following

flow-diagram:

A = the set of all possible hypotheses, {hl' hzt""hi"°‘} ’

where hi is any hypothesis in A,

§ = the set of hypotheses selected from A to bs tested, with

size, s,

R = hypothesea rejected, but remembered as such, with saige, r.
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The sublect presumably samples randomly from A and places few
hypotheses in 8§ for the purpose of tesating. If these 1re vejacted,
they go to R, where they rumain in a buffered situation until they
go back to A, The assumption of equi-prsbability sLill holds.
Hypothescs in A have enual chance of being selected into S and
tested. This may be expressed as P(-hi saelected hiE A\, = the
ratio, %.

The assumption of equi-~probability, which scems to pervade
all CI models, does not hold when one holds to a two-stage process!
the selection and the testing of hypotheses. It is therefore
reasonable to assume that hypothesis selection or generation is not
equally probable before placement in salient storape, because it is
determined by the shifter's actions, which in turn are determined
by the shiftur's history of training. The elimination of the equi-
probable candidacy for salient storage affaected by the usa of the
shifter, ls what diffvruntlates the assumptiens of muthematical
models based on the svstem we are proposing from the assumptions
generated under the Co paradipm, The selectiun-generation of hypo-
theses proucess s not vqui-probauble. lHowever, it is possible that
once hypotheses are in sallent atorage, equl-probability holds;
all salient hypotheses have an equal chance of being assigned tha
highest weiglit. In our terminology, a high-saliemey shift,
requiring only chanpe in weighta, will occur with equal probability

over all salient hypotlicses. Thils means that when we have a high
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saliency task, chifting occurs with equal probability,

4.2,6 The Shifter

After the problem is internally represented, one of two
things may happen: (1) the generated hypotheses could pass to
salient storage with no operation on them by the shifter. In this
case the hypothesss are acceptad by the system axactly as they are
with no alterations, and allowed to pass into salient storage in
order to ba tested; (2) a more active utilization of the shifter
may be characterired at two levels: (a) one way is to parse the
representation in terms of the inquiring-strategy to be used. Thie
can be effected by activating the strategy selactor. The result
would be to eliminate from candidacy soma of the hypotheses for
salient storage. If let us say the selector picks an inductive
strategy, one geared to high specificity, this would eliminate most
of the genaric hypotheses which otherwise would have been squi-
probable candidates for salient storage. Once the selector chocsaes
s particular strategy, it would block the usage ¢f any noun~phrase
or qualifiar which is not in correspondence with selected strategy.
It would do this by using a schema similar to that devaloped and
used for coding subjects' verba' protocols (Kochen and Badre, 1974).
(b) Another way of activating the shifter is to utilize one or
more of its processes of retrieval from insaliept storage, When

s rep.-asentation is selected, it may be important to activate
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retriaval functions which look for hypotheses, information,
experiences, etc., which may be associated with the incoming

representation. Then it would generate or select new testable

R I vt

hypotheses as candidates for salient storage. The shifter can

R
rt

also activate the scanner if representation is not acceptable, or,

3T

if retrieval from insalient storage is unfruitful. The end~result

of the shifter's activities is to accept, modify, or replace the
internal representation. Once it decides on an acceptable repre-

sentation, it places a handful of associated hypotheses in salient

storage.
What are the workinp priorities of the shifter and how does
it function? The shifter makes it posaible for the system to -
"entertain" and "disentertuin" represantations and associated
hypotheses in order to test them. A set of salieut hypotheses ic

put through the testing process, A statement of goal or hypotheais

about goal or sub~goal is formulated and tested, If it cannot ba
' forumulated or is rejected or is partially accepted, then from one i
to all of the salient hypotheses w.ill go back tp be 'reentertained"
by the shifter. The following conditions hold!
(1) 1f a goal-statement hypothesis is totally rejected
under the test, then all of the salient hypothages go back to

shifter for either (a) a 1eplacement of represuntation (a between-

|
i
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repregantation chift), or (b) a "complete" w thin-repressntation

v shift (complete replacement of group of anlient hypotheses with ~
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another group, associated with the sames representation).

(2) 1f goal-statement hypothesis is partially accepted,
i.9., acceptanca of a sub-goal or an auxiliary goal iz affectad,
then one or more, but not all of tha salisnt hypotheses (the
hypotheses that have baen rejected or received s different priority
under test) go back to shiftur to ba reentartained. This is done
by either (a) shanging their weights (high-saliepcy shifting), or
(b) replacemsnt with new hypotheses from insalient storage (low-
saliency shifting).

If thess are the conditions under which shifter operates on
& representation or an hypothesis, then vwhat operations take place
in shiftexr: (a) when a eompioto within-representation low saliency
shift takes place; (b) when a shift of representation s
performed; (c) whon a low-saliency shift is performed; (d) when a
high=-saliency shift is parformed?

(a) The following steps are involved in a complete low-
saliency shift:
SIEP 1 All of Ehn hypotheses are retrisved from salient storags.
STEP 2 They are disentertained (placed in insalient storage).
STEP 3 Next, the shifter calls on the stors of insalient hypo-
theses and looks for hypotheses uh}ch may be associated with the
held representation.
STEP 4 If 4t susceeds, it rure the selected hypotheses through

the strategy Relector where an inquity-strategy is chosay,

P
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STEP 5 The strategy selector eliminates (filters out) those
hypofhclon and words which do not accomodate the chosen strategy.
It acts as an inquiry~strategy filter. The inquiring strategy and
the frequency of shift from ona strategy to the next is prede-
tornined by the history of the system. (In a human, whather he
uses an inductive strategy or a deductive one is determined to a
great axtent by his past learning and experiences in inquiry.)
In fact, the selector is a program that stimulates auch history
and which thus determines when to shift from one strategy to
another,

STEP § From t a strategy ssloctor, the hypotheses go to the
priority determinant, where priority weights are assigned.

STEP 7 1f the shifter fails in selucting relavant hypotheses
from insslisnt storage, than it calls on the store of knowladge
data, the store of lexicon, the store of methods, the store of
morphemes, and the atore of rules,

STEP 8 By using two or more itams in these stores, it attempts,

through the process of concatenation, to generata new hypotheses

that can be associated with held representation.

-
STEP 9  Then it goas through steps 4, 5, and 6.
TEP If shifter fails in generpting naw hypotheses from

insalient storage as it fniled in selecting inealient omes, then it

disontertains the representation it is holding.
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STEP 1L It does that by (a) placing representation in insalient

storape, and (b) activating scvanner in order to generate a new

represantation,

STEP 12 When the new representation is generated, with it comes
a set of new hypotheses which are automatically placed in salient
gtorajle.

(b) When a shift of reprosentation occurs, steps a=l1l and
a=12 are implemented.

(¢) When a léw-snliency shift is perfotrmed, that means that
one or more but not all of the salient hypotheses are disentertained;
they are replaced by hypotheses from insalient storage through
steps a-3, a-4, a-5, and a-6 or a-7, a-8, and a-9. A lock-in
effect occurs when neither of thosa two sequances of steps results
in retrieval of hypotheses from insalient storage. In such a case,
the scanner is activated for the purpose of bringing to attention
clues that may help retrieval (whether by selection or generation)
from insalient storage.

(d) When a high-saliency shift is performed, this means that
the shifter recalls one or more of the sallent hypotheses for the
sole purpose of putting them through the priocrity determiner which

reassigns their weights,

4.2.7 Parser-Translator Synthesizer

From salient storace, the hypothesis goes to the tast, If

the hypothesis is comprehensible to the system then it goss to the
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statament~of~goal~loop to be tested. If on the other hand, it

is incomprehensible, or needs further specification, as in "set

up a camp', then it is put through the parsing, :rinllnting. synthe~
sizing process. Firat the parser takes the hypothesis-sentence

and separatas it into elementary sentential vocabulary such as
quantifiers and predicates. Then the translatoy provides each

elemant in the vocabulary an interpretation. The synthesizer

concatenates the new interpreted vocabulary elements into a
sentential structure acceptable to the system. This process goes
on repeatedly until no further specification is needed. The
problem~solver could resort to external dictionaries or resources,
if he is unable to decode and specify a given sentence. If he

fails to translate, then he either gives up or poas back to shifter

for change of hyrotheses or represaentation.

+2.8 The Statement-of-Goal-loop and the Testing Mechanism

Once it i3 decided that hypotheses-sentences need no further
specification, the process to generate and teat a statement of
immediate goal based on snlient hypotheses begins. The problem-
solver might say, "my goal is to pitch this tent". The salient
hypothesis that gives risc to this goal 1s: "If I use this old piece
of canvas, I will be able to have a tent-like shelter'"., 1If a
statement of poal cannot he generated on the baris of salient

hypotheses, then hypnthesvs go back to shifter, where they or the

:
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repraesentation will he changed for the purpose of appropriating a
goal-statement. Once a atatement of goal is formulated, it goes
through the process for the purpose of execution. If it cannot be
executed, then the execution of a sub-goal is considered. This
takes the system back to the reformulation of a sub-goal statement.
Problem-solvers who do not utilize the shifter quite often and in an
active way, may end up in an extensive looping process with no
success until they decide to give up. It is possible that this
loop 18 the cause of redundancy and repetitiveness in problem=
coping, Utiliz}ng the shifter 1s the only way the problem—uolvar.
can break the statement~oi-~goal~test-loop., This all-pervasive
reliance on shifting throughout the procesu mnkos the shifting

mechanism the most central aspect of this system.

4.3 Analysis of a Shifter-Based System

— e —

It can be seen from the above deacription of the shifter's
functiong, that without it: activation, an information processing
system would be at best a passive transmitter of and reactor to
environtiental inputs, Without the shifter, problem-asolving in 11l-
defincd problem-environments is not likely to mucceed or be afficient,
Most of the tasks we encounter as information-processors and
problem-solvers are ill-structured. 1In these cases, if we can
predict average rate of shifter's activation for a set of conditions
and a given population of decision-makers, then we can develop aids

to augment and enhance shifter's activitvy under specified conditions.
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But most of the tasks we enccunter are not of the high-

saliency type and would require the activa use of the shifter. 1In
these casas equi-probability over hypotheais testing will not hold,

as hypothesis testing will be a function of both what is generated ‘

£ e e

into salient storage na well as what is assigned the highest

welight.

Let y = rate of ahifter's activation, with values ranging in the
interval, [0,1].

f = proportion of generic to specific questions,

- ) {hl’ hz,... } » the sat of all possible hypotheses.
Hl.c: ) {hl' hz,...hm} y the sat of all insalient and genaratable

hypotheses, with m = the size of Hlu' e
Hhs‘: He= {hl. hz,...hn} s the sat of all salient hypotheses, with

n = the size of “hs'

On the assumption that h, % Hls at time t becomes “15 Hhu at

tl’ let:

Prob(h ¢ K, at (t +dt)[h 6 H, &t ¢)

Prob(h ¢ H

-
]

|

4

1a® °F (t +dt)|h 6 H,, at t)

Prob(h € H, , at (t +dt)[h & H _ at ¢)

b »

1-b=Prob(h & H . at (t+d4t)|h € H - at t)
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We can thus generate the probability matrix
t + dt

1s hs

P(t) = P(h & nh.) in  (t, ¢t +dt)
P(t + dt) = P((t)(1 =b) + (1 =P(t)a)
The experimental data supports the assumption of plurality that

when the proportion of generic to specific questiona > .35 and % .65,

the problem solver performs better in time to shift than if the pro-
portion werc otherwise, Also perfurmance is dependent on the time to
shife, Time to shift iy determined by the rate at which the shiftar is
activated. If y iIncreases from 0 to 1, time to shift will decreasec. |

This assumption can be justified as follows:

Lat ¢ = probability of shifting to a useful hypothesis any time
ahifting occurs, H
T = number of minutes for the correct shift to take place for the

first time.

Then, given coping performunce = time to shift, and by tha assumption ;

that the event of the correct shift occurring in any ons-minute
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interval 1s statistically Independent of the event of the correct

shift oceurring in any other one-minute interval
P(T=g) = (l ~ ¥ ¢ a8
The mean number of minutes to the first corract shift --& '

g 1is proportional %
Given these assumptions, the following holds true:

L 4tl/y <2 e

yx it B <3 )
PCl-x 1f B »°/3

1’(h1 generated y , B = x)

Those values of § are supported by our preliminary results.

lati ¢, demote /3 <P <%/4

1
(32 denote 8 <1/3
C, denote 8> 2/q

It can readily be seen that:

l/3

P(hl generated lcl) - f ';% f(x)dx
2/3

1/3
P(hl generated |C2) - f v » £(x)dx
]

1
l’(h1 generated |C3) - f V(1 - x)f(x)dx
2/3
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where f(x) 1s the probability density function of 8.

P(¢ > O|Low saliency problem) = T = ,§
P(V = O|Low saliency problem) = LT = .5

What is the probability that hlé.H. is tested?

lat A = (‘1‘ 80008} = the set of hypothesas in salient

k)
storage, with &k = the number of salient hypotheses, then: given A,
by the assumption of equi-probability:

-
P(a, gcltcdlalé 8 =4

P(hy € Alh, generated) = 1

The probability of testing, given a low saliency task is readily
derived as?

P(hl i tesgted) = P(h1 is cantedlhl is 3enerated)P(h1 is generated)

P(h1 is generated)
- P(hl is generated, shifter is active)
- P(h1 is generated, shifter is activae)P(shifter is active)

xP(h1 is tested)

P(n, C) = Beh,lc)Pce))
P(h) Cp) = p(h1|cg)P(cz)

P(h, Cj) = P(h1|C3)P(C3)

P(hy)= P(h [CIP(C)) + P(hy |CHP(C)) + ”"1"’3”“’3"
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To obtain the probability that §& assumes a value between any
oumbers, & and b, we must integrate using the probability density
f(x) from a to b for any given value f(x), We assume that B
is uniformly distributed:

1 for 0<x<1

f(x) =
0 otherwise.

Thus  p(h, is tested) = -[ P(h |8 = x)£(x)

2/3 1/, 1
. :f;([ £ £(xax + f ¥ %t (x)dx + J VL - x)f(x)dx)
/3 2/3
2/,
PE/%’;‘E ‘ sk | atyy 202 Q-0? D
0 1/ 23

Based on the sxperimental literature, (Wickens and Milward,

1971; Trabasso and Bower, 1968), k may be assumed to ba about thrae

hypothesas. Thus % - % + B can be determined from the subject's

protocols through the process of question content analysis. With

k and B readily avallable, y , tha rate of ghifter activation, can
be aasily derived. We can ume this model to pradict shifting
performance in ill-defined problem-situations., If the predictions
based on the model, fit the data, then the assumptlons associated

with the model, concerninyg iaternal cognitive processes, will be

considered plausitle.
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5. Selected Human Factors in Interactive Information Processing

One of the most crucial problems that is yet to be properly
posaed and eolved in designing efficient computer based man-machine
logic systems has to do with identifying the most effective
representations for information flow between the man and machine
components. Given that the machine and the human are interacting
at a cognitive procassing level, it becomes necesguary to identify
the most effective languaga media as well as sequencing of flow
and feadback of information to and from both the human and
ngchine components. The type of sequencing and the rates of flow
and feedback will necessarily vary as a function of the roles of -
§oth the human and computer components. For example, 1f we have
a system where the machine is the information analyst and the
human cowponent is composed of two distinct individuals, an
information patherer and a decision muker, then the information
{eedback requirements of the two individuals are substantially
different and would pive rise to different responses from thae
machine. Furthermore, in the case of a multi-purpose system, it
is not at all clear what is optimal interactive feedback. When
glven 4 system involving at least one information gatherer, one
decision-maker, and an information analyst, several feedback
and human factors related questions may be legitimately posed:
should the individuals in the human-component bs able to

interact with each other? Should the interactive feedback

function be implemented between the machine and esch individual?

e
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one-way flow of control type to the interactive looping type

.posed at an empirical level by those interested in enhancing the
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Should we implament a one-way flow of information? How would

networking at different levels of feedback from the non-dynamic

affect the human's ability to make decisions, solve problems,
learn, and process informstion? What communication language and
grophic facilities should be used to enhance the system's
effectivanass? How would different Input and outpul devices
affect the usability of the system? How should the data be
entered and retrieved in a user-compatible way? How can we
deaign the internal structure of the data base such that its
management will be facilitated? These are questions concernaed

with interactive human factors in computing that will have to be

usabllity of computers by humans in situations requiring information

gathering and analysis as well as deciaion~making.

The purpose of this saction is to delineate some of the
important design aspects of interactive systems as they may be
viewed from a human factors perspective, In the past fifteen
years the main overall "user' emphasis of the designers of manage-

ment information systems Lus been on determining the information

needs nf the users of such nystems, The predominant yuestions
were: What {nformat{on docs the user need? In what order and

format does he use hls information? What ahould constitute the

contonta of the data bause? Then once these quentlions are more
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or less satisfactorily answered, thrcugh various data collection
techniques such ns structured interviews and user questionnaires,
the attempt was to build a data base into a system that meets

the constraints of the present technology. While the attempt was
to meet the information needs of the usar, hardly any effort was
spent on determining and attempting to meet the information
processing capabilities and limitations of the different typas

of human users. TFor example, "how" the information is organized,
processed, and used in the human memory may have an impact oﬁ

the type of structure to be selected for tﬁa data bame. Likewise,
how the human assimilates either graphic or textual information
may impact how such information shiould be representaed and
organized on displayy which in turn way impact the choice of

displays. Also, a determination of how to effectively display

information would lead to a selection of compatible metliods for
querying and searching the data base, The point of all those

examples is that a determination, no matter how inconclusive, of

the human information procesming capabiliti:s and limitations

i will go a loug way towards making the desiyn of such systems more
user compatible, The plan here is to select two or thraee i

3 componants of an interactive system and discuss the relationships

between human information processihg variables and the design
3 . of the selected components. More specifically, the emphasis will !

i . - be on two aspects of intcractive computing: (a) the effective
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4isplay of intormation and user—-compatible output; and (b) human

memory organization as it relates to data base management.

Sfy Information Display in Interactive Computing

)‘ucarch regarding the effects of information uisplay cn its
assimilation by the human user has been conducted extensively
(Jervis, 19703 Antonelli, 1970; Vartabedian, 1970, 1971; Smith and
Goodwin, 1972 Reynold, White, and Hilgendorf, 1972; Baron and
Duffy, 1974; Cahill and Curtes, 1976; Stewart, 1976; Helper, 1976).
Most of this research concentrated on the paychophysical aspect
of the displaying and processing of information. The user's
response to displayed information may be affected by many factors.
Based on various rescarch results, it {s generally agreed that
the display would have to exhibit the pruper phvairal character-
iaties. It should be frec of flicker. The characters should
be sufficiently large such that they can be read easily, The
displayed information should have adequate contrast and protaction
from glare (Martin, 1973). 1In addition, the symbology used
should not bLe ambiguously similar thus leading to interferance
effects.

Character type can affect user response to the display. A
study by Vartabedian (197)) compared stroke characters with 7x9

dot matrix churacters. In a scanning task, uears tcok 9.EX

more time on the stroke display and made a surprising 73X more
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errors. Vartabedlan also took a preference survey and found
that the users subjectively preferred the dot matrix characters.
Vartabedian also compared user response between upper case and
lower case characters. Users were 137 faster on upper case and
made fewer errors. These studies were done with CRT displays
and do not necessarily apply to other types of displays.
Studies .hat compare the effects of intermittant and
i continuous diaplay indicata that "one long exposure ylelds better
roilts than a combiuation of shorter exposures" (Hepler, 1976).
i The blinking of displays leads to an {ncrease of 10% in reading
time (Smith and Goodwin, 1972). Studies on noise in display

systems have been inconclusive (Antonelli, 1970). In cursor

g studiea, it was shown that the typa of cursor affects user response.

; Vartabedian (1970) compared box, underline, cross, and diamond

PP

shape cursory in terms of the effects of blinking and wiggling

St EEE e Sostl Se-a it

the cursor. He compared blink rates of 0, 2, 3, 5, and 6 H2‘

The best cursor was 4 box blinking at 3 H,,

Some studies have looked at the modes of auditory and visual

presentation and various combinations thereof. A teat of short

el B A e T Nt
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3 term memory recall found no difference except that performance

- deteriorated it modes werc switched during presentation (Fell
and Laughery, 1969). Arnother experiment uasing a teletype rather

tltan a CRT presented information and instruction in various
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modes (llammerton, 1975). The best combination results were
to present information were to present information visually
while giving instruction aurally. The next best was to make both
presentations vieually.

Color is another aspect of visual factors in displays.
Human eyes see mid-range wavelengths such as yvellow and green
better than those toward the ends of the spectrum much as blue
or red. lHolding the dominant wavelength of the characters close
to that of the background lesseus chromatic aberration (Gould,
1968). Cahill and Carter (1976) examined the effect of color on:
the mean search time of a display for a three digit number. They
found the number of colors used to range from three to seven.
Speed of rasponse to signal lighte varies with color. Research
findings indicate that the festest is red, slowing down through
green, yellow, and white (Reynold, White, and Hilgendorf, 1972).

Response tims is8 an important psychological factor in
inverface design. 1In conversation humans axpect a response in
about two ecronds. Whon hirowsing through material or uaing a
1{ghtpen, humany prefer a rnsponee time of a second or less.
If the diasplay i: delayed, an intarim response ahould be given.
It is psychologically desiruble to hava n consistent response
time. User: like slightly longer consistent times more than

wida fluctuations (Martin, 1973).
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Research on information display has been much less extensive
j? ' for cognitive processing effects than for psychophysical ones.
. Recent findings (Badre, 1978) have suggested that users of
different levels of experlence and expertise tend to organize
and represent the same information in differently specialized
ways, This would lead to the conjecture that displayed information
should be orpanized for presentation as a function of the user's
level of experience. In a related area, the last few years have
seen an increase in research on formattitig., The basic kinds of

formets arc the positional and the keyword. In the positional

format, the type of information depends on its pousition whether

= relative or absolute. These formats nave higher error rates.
i In the keyword format, the type is directly indicated (Miller
3 ! and Thomas, 1977).

The components of good formatting are logical sequencing,
spaciousness, relevance, consistency, grouping, and simplicity.
in logical sequencing, the informatiou is presented in the order
;!y

expected by the uscer. A good example can be {llustrated in the

statement "Do A then B as opposed to the statement 'Before B do

A", The first statement maintains temporal sequence. Spacious-
ness helps to delineate grouping, to maintain structure, and to
avoid information overload. One should limit each dieplay to

one main idea. Using a similar format on each of the displays

3 Al i3 also helpful to the uscr (Stewart, 1976).
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5.2 Data Base Minagement and Human Memory Organization

The nsad for better understanding of MIS {Management

Information Systers) snvironment has been recognized. Systems
which are used, operated, and maintained by humans should be
N designad with some consideration of the human factors that will

influence the effectiveness of those systems., Among the major
currant approaches to the design of data base aystems, the two
that are wost widely used are the hierarchical and relational
ones,

' i The hisrarchical structurs is one in which there is an
inferior~superior relationship. In a strict hierarchical aystem

or tree atructure a record may have any number of subordinate

(lower level) record types, and multiple occurrances of each

type may appear. However, a given record can be accessmed only

from one higher level record. Thus, 1if we have retrieved a record

T e e

\ at a given lavel in a branch of the trea structure, we cannot

A

retrieve a record in another branch directly. A second limita-

4 tion 18 that relationships cannot be maintained with records in
other trees.

3 In the relational approach there existe an interface at

D SO Sy PPV s TN

. which the totality of formatted data in a data base can be viewed
L as a finite collection of non-hisrarchic relations of assorted

degreus defined on a given collection of domains.
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In order to study the effectiveness of data manapement
systems it ls necessary to investigate the schemes for information
storage in humans. In many cases views regarding the logical
organization of data in a human's long term memory are of value
in designing data base asystems since they provide an insight into
the way in which people will use information systems to help in
solving problams. The question that is ralsed here is: In what
aspecta is human memory organization relational and in what ssnse

ie it hierarchical?

Currently there are three major theoretical pesitions on how:
information may be stored in semantic memory., ‘These are: network,
set~theoretic, and semantic distance theories. Network modaels
assume words or their counterparts exist as nodes which ars
connected by labeled rcelations. The nodes form a hierarchical
structure such that, for example, BIRD might bea connected to the
subordinate node ROBIN, to the superordinate node ANIMAL, and to
the property nodes such as CAN FLY, HAS FEATHERS, etn. (Collins '
and Quillian, 1970). In get-theoretic models, concapts such as
ROBIN, BIRD, and ANIMAL arc represented by sets of elements
where the elements may be subsats, supersets, attributes, or
exemplars (Meyer, 1970). The simplest one-staps version of the
the ory assumes that a list of exemplars is stored with each

category. If one aslks whether a robin is a bird, the category
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of BIRD is searched until the instance of robin is found,

Semantic distance models state that each concept has an intarnal
structure, rather than being nodes in a network of related nodes,
or homogeneaous sets of instances. Rosch (1973) has discussed

how sats of focal inetances connectsd by a distance function

could define how we use categories which may not correspond to

a logical or formal structura. Of course any model of semantic
memory must have some means of verifying logical relations, but
there aze now indications that such verification is not be &
direct reading ot the memory structure as would be accomplished
by checking internode relations or category overlap (Rips, Shoben,
and Smith, 1973), 1In any case, semantic memory models tend to
rely on one of two types of structures, assoclative or hisrarchical.
The two structures seem to corraspond well to tha two indicated

approaches of data base design.

5.2.1 Associative Structurs

In recent years the question of what constitutes an association
has received considerable attention. Tulving (1868) pointed out
that the term association, used descriptively, merely means that
one event follows another with some regularity, Poatman (1968),
in an effort to categorizc the ways in which the term association

is used pointed out Aix uses of the expression, These included
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association as a descriptive term and as a statement of pre-
existent verbal hiervarchies, Finally, Asch (1969) emphasized
the importance 5f conceiving of an association in terms of the
relation ¢f two events A and B, ) 4
. Asch suggests that the problem of associations is part of
the general psyciology of relations and that the study of i
associations is in a large part the study of the properties and
affects of exparienced relations. In every day experience one
observes that "this object stands upon that", that "it is larger"
or "more tilted" than another. It was the premise of classical A E
psychology that relations are not primary psycholngical facts.
. 'This premise was strong enough to blot out tha evidence of every

} day experience. Relations were thaen replaced by associations and

associations were made to do the work of relations. This
starting point excluded what Asch considers a particularly basic

\ range of facts concerning interdependence. A relation makes its

2y oo ente al e be Sluriaty

terms interdependent. The defining property of a relation refars

simultaneously to more than one term. A relation cannot be

s

resolved into an fact about one term and a fact about another term.

If relations are crucial conditions of interdependence among
“ e paychological events, it is natural to suppose that they must
N control learning and memory. Thers are many conditions of

perceptual organization which determine how eamily two features
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or elements of a visual field cohere and become associated.
Some of these relations have been detalled by Asch, Ceraso, and

Heimer (1960).

Rumelhart, Lindsay, and Norman suggest a modal for the
structure of long term memory in which the basic element {s a2 set
of nodes interconnected by a relation., Nodes represent any
cluster of information in memory. A relation is an assoclation
among sets of nodes having the properties that it is labelaed and
directed. That is, relations interconnecting nodes have distinctive
meanings, depsnding on the direction in which the ralation is
traversed (i.s., using the relation in the direction opposite to
its label is equivalent to using the inverse of lurger than),
Every definable | lace of information in memory is encoded in the
format of a node and its relations. A node may rupresent a
concept, uvent, or episode and may have any number of relations
attached to it. The model thay have defined is an organized
collection of pathways specifying possible routes through memory.
Ratrieving information from such a memory ism done by starting off
at a given node and optionally going down any one of a number of
labeled pathways., An assoclative model in the Norman, Rumelhart,

and Lindeay sense seems to be akin to the relational approach of

data bass management.
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5.2,2 Hierarchical Structure

Mandler has theorized that the hierarchical organization of
words accounts for verbal learning in free recall. According to
Miller's (1956) findings, the development of such structures in
memory should constitute a sequence of recodings procueding from
small units or chunks of information to larger ones. However,
Mandler has extended Millar's hypothesis postulating that verbal
units or chunks are recoded into a hierarchy of "supzrchunks' or
a set of nested catagorien. Consider the process in learning the

names and descriptions of sixteen objects that can be succesaively

halved into a hierarchy of subcatagories or chunks according to
their location, shape, material, and color. 1In this case, since

the color dimension containe almoat no information and cannot be

E completaly subcategorized, it is predicted that the structure
would initially develop at the lowest lovel. In order for this

. process to occur, it is necessary thut two preconditions be
fulfilled: (a) the hierarchical nuature of the categrries must be
percaived; and, (b) the interrelatione between these categuries

y must bu established. Recoding is a two stage process - a

3 horizontal chunking eor clustering withia categories as specified

E “ % by Miller, followed by a vartical or hierarchical chunking

1 between successive categories as postulated by Mandler.

It was demonstrated in experiments by Bower, Clark, lesgold,

vl and Wineons (1969) that recall of a large list was greatly
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facilitated if the experimenter preorganized it for the subject

in tarms of conceptual hierarchies. That is, it was shown that

a subject could efficiently use a conceptual hierarchy as a .
retrieval plan, beginning his recall at the top noda and unpacking

it racursivaly from the top down, Other subjects, presented with

the same words, but scrambled in random order, appeared not to

recognize the hierarchical organization imminent in the material,

) not use it during recall,

: Wortman and Greenberg (1971) suggest that information in
%: } f long term memory will gradually be organized into hievarchical
% structures composed of chunks or nested catagories. In
patticular, this is viewed as a thrve stage process proceeding

E J from the initial perception of the category hisrarchy, tu the

: chunking of the lowest or bottom category within the hiararchy,

and ending with the formation of links to the next level up in
' the hierarchy. These two procasses continue until the organie-

ational structure is complete. Their study showed that subjects

A R e

given multi-etrial frev recull of praviously learnad information

containing an organizational hierarchy specified by the

experiment will graduallv adopt this structura. The developmant
f‘- R of this structure was shuwn to be both facilitated and
accnlarated by & problem solving task strassing categorical

relationshipa.
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We have seen here that both hierarchical and relational
data base systems are valid represantations of information in
the sense tﬁlt they are organized in such a way as to facilitate
problem solving in humans. To determine whether ons system is
bettar than the other for specific situations would require
finding an answer to the question of whether people think and
#olve problems in terms of hierarchies or reletions for the given

cases or classes of situations.

In order to decide which approach to data organization ia
most suitable for s specific application one nust 1ook more
closely at how the system is to be used. There ara probubiy
individual differences in the way in which information is
organized and retrieved in long term memory. Thus it is likely
that, depending upon the past experience of an individual in
solving a problem, his representation of the data may be either
hierarchical or relational, With this in mind, it is usually
advised to choose the more flexible eystem. For example with the
relational approach, it is pousible to use some domains of the
relations for internal system ordering in ordar to simulate
hierarchical systems. Simulation in the opposite direction is

not always feasidle.
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